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DISCLOSED A SET OF FREQUENCIES AT THE TIMES '%{, €, 5t , Ty wHicH

SHOWED A HIGH LIKELIHOOD OF BELONGING TO THIS TRAJECTORY, THEN THE BEST
STRATEGY MIGHT BE TO WEIGHT THE OFFSET TO THE LOCAL FREQUENCY ESTIMATOR

SO AS TO BE OF VALUE éji AS SHOWN IN FIGURE 20, THIS PROCESS WOULD THEN
CONTINUE SO LONG AS THE CONDITIONS OF TRACKING THIS TRAJECTORY WERE MET.

MANY VARIATIONS ON THESE METHODS ARE POSSIBLE. HOWEVER, THE
STATISTICAL LIKELIHOOD OF A SIGNAL PHASE FLIP DUE TO THE PROPAGATION
MED IUM MUST BE ASSESSED FOR ANY LONG STATISTICAL $AMPLES.

ONE POWERFUL ADVANTAGE TO THE USE OF THE SIMPLE A9 vALUES FoOR
FREQUENCY UPDATING IS THAT NO PENALTY IS ACCRUED SHOULD A SIGNAL DISAPPEAR.
UNLIKE PHASE OR AMPLITUDE TRACKING MEANS, THERE IS NO TENBENCY TO INCUR
UNCONTROLLED OUT OF LOCK BEHAVIOR WITH NOISE ONLY. THIS IS BECAUSE
THE TRACKING METHOD 1S SUCH AS TO MINIMIZE THE MEAN OF THE DIFFERENCE
ANGLE STATISTICS. IF ONE 1S JupliCIOUS IN HIS cHOlcE oF VCO uPDATE, A
NOISE ONLY SITUATION WITH ITS ZERO MEAN IS IDENTICAL iIN EFFECT TO ON-
FREQUENCY TRACKING. IF ONE HAD BEEN TRACKING A SIGNAL WHICH DISAPPEARED
THE TREQUENCY TRACKER WILL“MARK TIME AS IT WERE WITH A RANDOM
FLUCTUATION ABOUT THE PREVIOUS SIGNAL FREQUENCY. WHEN THE SIGNAL
AGAIN REAPPEARS THE MEAN OF THE DISTRIBUTION WILL INDICATE THE OFF=-
FREQUENCY CONDITION AND THE FREQUENCY TRACKER WILL BEGIN ITS STATISTICAL
DRIFT TOWARD A CORRECTIONe. ALL OF THIS IS INDEPENDENT OF THE ABSOLUTE
PHASE OF THE INCOMING SIGNALo

ONE POINT MUST BE MADE CONCERNING THE SPECTRAL PURITY OF THE RECEIVED
SIGNAL. THE METHOD DESCRIBED FOR FREQUENCY TRACKING MAKES USE OF THE

EXISTENCE OF A STATISTICAL MEAN FOR INDICATION OF OFF=FREQUENCY

CONDITIONS. IF THE SIGNAL IS BADLY SMEARED IN FREQUENCY IN A NOISE~L IKE
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SENSE THEN THE FREQUENCY TRACKER WILL STILL FUNCTION, ALTHOUGH AT
REDUCED EFFICIENCY, IF A LEGITIMATE COHERENT MEAN EXIiSTS. lF, ON THE
OTHER HAND, AN OTHERWISE SHARP SPECTRAL LINE SPLITS INTO MULTIPLE LINES,

THE TRACKER WILL FOLLOW THE MEAN FREQUENCY OF THESE LINES.
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